
Preprint, 1998 Fall Simulation Interoperability Workshop, Sept. 13-18, 1998, Orlando, FL.

A Distributed Simulation Facility to Support Human Factors Research

in Advanced Air Transportation Technology

Keith Amonlirdviman

Todd C. Farley

R. John Hansman, Jl:

MIT International Center for Air Transportation

Massachusetts Institute of Technology
Room 33-113

77 Massachusetts Avenue

Cambridge, MA 02139
617-253-2271

keitha@mit.edu, farley@mit.edu, rjhans@mit.edu
h ttp://web, m it.ed u/aeroast ro/www/l abs/ICAT/

John F. Ladik

Dana Z Sherer

TASC, Inc.

55 Walkers Brook Drive

Reading, MA 01867-3297
781-942-2000

jfladik@tasc.com, dzsherer@tasc.com

Keywords:
Human Factors, Distributed Simulation, Flight simulation, Air Traffic Control simulation

ABSTRACT: A distributed real-time simulation of the civil air traffic environment developed to support human
factors research i_1advanced air transportation technology is presented. The distributed environment is based on a

OltStOm sinltdation architecture designed for simplici O' attd flexibility in human experiments. Standard Internet

protocols are used to create the distributed environment, linking an advanced cockpit simulator, an Air Traffic

Control simulator, attd a pseudo-aircraft control and simulation management station. The pseudo-aircraft control

station also functions as a scenario design tool for coordinating human factors experiments. This station incorporates

a pseudo-pilot ilttetface designed to reduce workload for human operators piloting multiple aircraft simultaneously in
real time. The application of this distributed simulation facility to support a study of the effect of shared infotvnation

(via air-ground datalink) on pilot/controller shared situation awareness and re-route negotiation is also presented.

1. Introduction

Human-automation interaction is a critical consideration

in the design and operation of advanced avionics and Air

Traffic Control (ATC) systems. The MIT International

Center for Air Transportation (ICAT) has developed an

integrated human-centered systems approach to the

design and evaluation of new air transportation

technologies such as terrain avoidance systems, heads-up

display (HUD) systems, and air-ground datalink
systems [1,2]. This approach, which considers the human

as an element of the closed-loop control system, relies

heavily on the use of real-time, moderate-fidelity

simulation to evaluate prototype systems with the human

operator(s) in the loop. Because the systems being

researched are typically evaluated early in the conceptual

phase, the ability to rapidly prototype and exercise many
alternate designs is of particular importance. Given this

dynamic environment, flexibility and freedom in the

design of the simulation architecture are important
considerations.

One area of current research at ICAT is advanced

information and communication systems, including air-

ground datalink systems. Of particular interest is the

effect of such systems on air traffic controller/pilot
interaction and shared situation awareness. A distributed

simulation of a portion of the national airspace



environmentwasdesignedanddevelopedtosupportthis
research,facilitatingthe evaluationof alternative
datalinkconcepts.The distributedsimulationfacility
includesan advancedcockpitsimulator,an ATC
simulator,anda pseudo-aircraftcontrolandsimulation
managementstation.

2. Requirements

A distributedsimulationwas neededto place
experimentalhumansubjectsoperatingseparateflight
and ATC simulatorsin a commonsimulation
environment.Experimentsdesigned to study
pilot/controllerinteractionsrequire a real-time
simulationfacilitycapableof modelingandcoordinating
representationsof weatherandtrafficbetweenthepilot
andcontrollersubjects.Voicecommunicationsamongall
participantsin thesimulationarenecessarytofacilitate
theverbalinteractionsunderinvestigation.A centralized
meansofrecordingdataandvoicecommunicationsfrom
thesimulationisnecessaryforanalysis,andtheabilityto
recallandplaybackpreviously-recordedsimulationruns
is neededto facilitatethesubsequentdebriefingof test
subjects.Finally,a flexiblearchitectureis desirableso
thatnewsimulationobjectscanbeeasilyimplemented
andmodified.

Additionaltoolsarealsorequiredfor generatingtest
scenariosand managingair traffic in real time
throughoutthesimulation.Humanfactorsexperiments
oftenattemptto studyspecificinteractionsbetween
humansandautomationorotherhumans.Scenariosthat
placehumansubjectsin situationsrequiringaresponse
mustbedesignedandcoordinatedto stimulatethese
interactions.In orderto generatesuchscenarios,a
scenariomanagementapplicationmustbeabletosetthe
initialstatesforall aircraftin thescenario.Whilethese
initial statesarethe samefor eachexecutionof the
simulation,theactionsof thehumansubjectswill vary.
Therefore,allaircraftnotunderthecontrolofhumantest
subjectsmustbe controlledin real time duringan
experimentto emulateeachaircraft'sresponseto its
environmentinarealisticmanner.

3. Distributed Simulation Architecture

Therequirementsforadistributedsimulationappropriate
forhumanfactorsresearchmotivatedthedevelopmentof
a customsimulationarchitecturethat could be
implementedand tailoredmoreeasilythanexisting
distributedsimulationarchitectures,such as DIS

(DistributedInteractiveSimulation)orHLA(HighLevel
Architecture).This architectureincorporatesexisting
applicationsintoasimulationprotocolontopofasimple
networkcommunicationslayer.

3.1Network architecture

Network communications are handled by standard
Transmission Control Protocol/Internet Protocol

(TCP/IP) layer sockets using full-duplex byte streams.
This system was primarily designed to run on

workstations connected to an Ethernet 10Mbps Local
Area Network (LAN), although the use of TCP/IP

communications allows applications to be run from
remote locations that are connected to the Internet. This

network implementation is simplified by relying on high

bandwidth, reliable connectivity. At the hardware level,

however, network integrity and bandwidth are sensitive

to other hosts that are not part of the distributed
simulation, but are still connected to the same LAN

segment. Network traffic or errors from these hosts

degrade the performance of the distributed simulation

unpredictably during a simulation execution. Large
simulations, which use all of the network bandwidth,

may require computers participating in the simulation to

be isolated to an independent LAN segment.

The network architecture follows a client-server model,

as illustrated in Figure 1, which centralizes at the
simulation host the collection and distribution of

simulation data. Client applications, which may be flight
simulators, ATC simulators, weather services (e.g., the

Total Atmosphere Ocean Space (TAOS) system [3]) or
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Figure 1. Network architecture for the distributed
simulation.



otherapplications,canenteror leavethesimulationat
anytimebyconnectingor disconnectingfromthehost.
Thenumberof simultaneousconnectionssupportedby
thehostworkstation'ssystemkerneloftenlimits the
numberofclientsthatmayconnecttoahost,butnoother
limitationsareimposedbythehostsoftware.

3.2 Simulation architecture

The host application controls all of the airspace

information, such as the locations of airports and

navigational aids, which are sent to client applications

when requested, usually when the client first connects.

Once connected, clients may declare objects (at present

limited to aircraft and ATC types) that will be controlled

by the client in the simulation. Clients may declare new

objects (e.g., aircraft taking off) or remove existing

objects under their control (e.g., aircraft landing) at any
time during the simulation. There are no software

limitations to the number of objects that may be declared

by a client application.

The simulation host is responsible for keeping the

simulation time. Updates of the simulation time are

transmitted to client applications only when the client

first connects, when the simulation time is disruptedm

such as when the simulation is paused---or when a client
explicitly requests an update.

The host application is also responsible for maintaining a
log of the simulation execution. For analysis, the host

may be restarted in a playback mode to replay the
previously recorded simulation. Clients can then connect

to the host to observe the simulation. For example, the

flight simulator can connect using the same aircraft

identifier string as any of the original aircraft in the

simulation, and the cockpit simulator's attitude,

trajectory, and alerting displays will reflect those of the

original aircraft, even if that aircraft was a pseudo-
aircraft.

direction of audio data only. The host may continue to

receive and log the audio data, but it is not responsible

for the distribution of the data. Participation in voice
communications is therefore limited to clients that are

explicitly declared at the outset of the simulation, because
live communication streams must be established between

all of the client computers. One advantage of

decentralizing the voice communication is that multiple
communication groups, analogous to different

frequencies in radio communications, can be defined. A

client may be programmed to participate in multiple

communication groups at once, allowing the.client
operator to "tune" to a different communications channel

("frequency") when appropriate, although this capability

has not been implemented in existing client applications.

4. Client Applications

In the following discussion, the screen captures from the

different client applications that appear in Figures 2, 3, 4,

and 5 were taken simultaneously during a simulation

execution. During the discussion, note how the same

weather cell and air traffic are perceived from the

different client applications.

4.1 Advanced Cockpit Simulator (ACS)

The advanced cockpit simulator (Figure 2) is a part-task

flight simulator that was developed to study human

performance issues associated with advanced cockpit

systems. The simulator emulates the Electronic Flight

Instrument System (EFIS), Flight Management

3.3 Voice communications

Voice communications are also sent over the network,

but the audio data is sent separately from the simulation
data directly between the client computers in order to

prevent transmission delays and to reduce the network

load on the host computer. The dashed lines in Figure 1
represent the path of voice communications. While these

are also full-duplex byte streams, voice data is sent in

only one direction and is acknowledged in the return

direction. The arrows on these paths indicate the
Figure 2. Advanced Cockpit Simulator (ACS) display,

including prototype air traffic and weather displays.



Computer(FMC),andautoflightsystemfoundinmodern
"glass-cockpit"transportaircraftsuchasthe Boeing
757/767or747-400.Entryofflightpathinformationinto
theFMCisaccomplishedthroughareplicaoftheBoeing
757/767ControlandDisplayUnit(CDU).Theautoflight
systemiscontrolledthroughaBoeing737-200autopilot
ModeControlPanel(MCP).Directflight controlsare
availableusing a side-stickcontrollerand throttle
quadrant,althoughthesearenot typicallyusedwhen
evaluatingouter-loop,cognitive-levelissueswhereit is
assumedthataircraftcontrolwouldbeperformedusing
theautoflightsystems.

Thecockpitsimulatorfeaturesadvancedalertingand
displaysystemsfortraffic,terrainandweather.A Traffic
alertandCollisionAvoidanceSystem(TCAS)provides
advancedwarningof potentialconflictswith other
aircraft in the simulation.An EnhancedGround
ProximityWarningSystem(EGPWS)includesplan-,
profile-,andperspective-displaysofsurroundingterrain.
A windshearalertingsystemindicatesthepresenceand
locationofdetectedmicroburstactivity.In addition,new
traffic and weatherdisplayprototypeshave been
integratedintothecockpitsimulatorto supportongoing
researchintoair-grounddatalinksystems.

4.2 Air Traffic Control Simulator

The Air Traffic Control (ATC) part-task simulator

emulates the Plan View Display (PVD), Computer

Readout Display (CRD), and Data Entry Control (DEC)

used at most en route ATC centers in the United States.

The PVD displays radar tracks and full data blocks for all

tracked aircraft in the simulation within its assigned
airspace sector, along with sector adaptation data such as

airports, navigation aids, and airways. Although aircraft

position updates are received continuously, target
positions are updated once every 12 seconds on the PVD

to emulate the update rate of the actual ATC equipment.

Trackball inputs and/or alphanumeric keyboard

commands may be used to display supplementary

information such as a target's current trajectory, filed

flight plan, or position history. The same input devices

may be used to zoom or offset the plan view display. All
data entry keyboard/mouse input sequences emulate those

of the real DEC. In addition, a new NEXRAD-based

weather display prototype has been integrated into the

ATC simulator to support ongoing research into air-

ground datalink systems. In Figure 3, which shows the

ATC simulator display, flight plan information and a 6-

mile segmented circle are displayed for the subject

aircraft being simulated by the ACS.

4.3 Pseudo-Aircraft Controller

The pseudo-aircraft control station (Figure 4) manages

simulation scenarios for human factors experiments in a
distributed environment. This application allows for the

creation and coordination of scenarios designed to place
human subjects in predetermined situations, so that the

response of the human subject to the situation can be

studied. The client software enables a human operator to
quickly control and manage the simulated air traffic in

real time during an experiment. This application also

simulates the flight dynamics of all pseudo-aircraft under

its control. (For large simulations, this task may be

distributed among multiple workstations running this

client application, each controlling a subset of the
pseudo-aircraft traffic.)

Figure 3. Air Traffic Control Simulator display, including

a new NEXRAD-based weather display prototype.

Many existing pseudo-aircraft control applications

require the pseudo-pilot to use mouse clicks and

alphanumeric commands to effect changes in flight paths

or flight plans of the simulation pseudo-aircraft [4,5].

This control scheme requires the pseudo-pilot to quickly

alternate between the mouse and keyboard. While this

may be acceptable for small numbers of pseudo-aircraft

or infrequent clearance changes from ATC, it quickly

becomes unmanageable in the high-density, high-

workload environments that are of primary interest in
current Air Traffic Management (ATM) research.



attitude,airspeed,altitude,heading,andflight control
mode,aswellasitscommandedstates(Figure5).The
pseudo-pilotmayalsodisplaythecurrentwaypointsfor
the selectedaircraft,both textuallyin a list and
graphicallyonthePVD.

Figure 4. Pseudo-Aircraft Controller display.

If an aircraft object is under the pseudo-pilot's control (as

distinguished by its blue color; other aircraft appear red

on the display), the pseudo-pilot may change the
aircraft's commanded states by using the second mouse

button to click in the appropriate area of the screen

(using the second mouse button rather than the primary
mouse button prevents the pseudo-pilot from

inadvertently changing the commanded state of a pseudo-
aircraft). When the mouse cursor is in the PVD, a

heading cue is displayed at 5-degree increments on the

compass rose surrounding the selected aircraft and is also

Figure 6. Compass rose surrounding a pseudo-aircraft

with heading control cue displayed. The small set of

crosshairs appearing to the right of the navigational aid is
the mouse pointer.

Figure 5. "Pseudo-Cockpit" display.

An interface to the pseudo-aircraft control application

was developed to enable real-time control of pseudo-
aircraft by providing the pseudo-pilot with an intuitive

"point-and-click" interface to exercise outer-loop control

of an aircraft's autoflight systems. The pseudo-pilot is
provided with a plan view display of the air traffic, which

is continuously updated during the simulation. The

pseudo-pilot can click on any aircraft to display that
aircraft's "pseudo-cockpit", showing the aircraft's current

shown numerically (Figure 6). This cue aids the pseudo-

pilot in determining the heading to a navigational aid or

a heading clear of weather. This heading can be
commanded by clicking the second mouse button.

Similarly, a target altitude or airspeed is selected by

clicking on the appropriate tape indicator. Flight control

modes are set by clicking on the flight mode

annunciators shown in Figure5. Using just these

controls, a pseudo-pilot is able to perform most of the

routine tasks necessary to manage the air traffic during a

simulation. (Note that in Figure 5, the subject aircraft
being simulated by the ACS is selected as the active

aircraft, so it cannot be controlled from the pseudo-
aircraft control station.)



Scenariogenerationandmoresophisticatedmanipulation
ofpseudo-aircraft--suchasprogrammingandmodifying
waypointsor changingtheactualstatesratherthanthe
commandedstatesof an aircraft--areaccomplished
usingacommandlineinterface.Thisinterfaceincludes
commandsfor creating,naming,andremovingaircraft;
manipulatingandcopyingaircraftwaypoints;andsaving
and restoringscenarioswhich providethe initial
conditionsforadistributedsimulation.

The pseudo-aircraftcontrolleralso includessome
elementsof a robustsituationgenerationapproach
developedbyJohnson[6]. Robust situation generation is

a method of automating pseudo-aircraft trajectories using

state feedback to generate specific aiT traffic situations.

For example, an experiment may require a collision

hazard situation if no action is taken by the experimental
subjects. The ability to reliably generate this situation is

sensitive to the unexpected actions of the human subjects

(e.g., an unrelated course deviation requested by ATC
long before the desired conflict). To make the situation

more robust, the pseudo-aircraft can be set to adjust its

speed to arrive at the desired conflict location at the

appropriate time. Only some elements of the robust

situation generation implementation could be included

for use in the pseudo-aircraft control software, because

many of the actions that pseudo-aircraft must take to

reliably generate a situation require ATC clearance.

Finally, due to its real-time display and control interface,

an instance of the pseudo-aircraft controller client

running idly (i.e., controlling no pseudo-aircraft) is ideal

for observation of the simulation by those not actively

participating. It may also be used to view playbacks of

the simulation. This is especially useful during the

debriefing portion of a human factors experiment, when

it may be beneficial for the test subjects to review the
simulation with all weather and traffic information

revealed.

4.4 Weather Application (TAOS)

For the demonstration and experiment described herein,

NEXRAD-based weather was integrated into the cockpit,

controller and pseudo-aircraft displays statically (see

Figures 2, 3, and 4). The data was collected and archived

by a tool like TAOS (Total Atmosphere Ocean

Space [3]), and then a series of static images were
distributed off-line to the simulation suite. There was no

link to real-time dynamic weather during the simulation.

5. Execution Example

This distributed simulation facility is currently in use to

support a study of the effect of shared information (via

air-ground datalink) on pilot/controller shared situation

awareness and re-route negotiation. The experiment pairs

a commercial airline pilot subject with an en route air

traffic controller subject in a real-time simulated air

traffic environment. The availability of shared traffic and

weather information is manipulated as an independent

variable in the experiment.

Test scenarios intentionally bring the goals of the pilot
and controller into conflict in re-routing situations.

Subjects interact within the simulation environment to

resolve traffic and weather conflicts. Of particular

interest are indications of each subject's recognition of

the other's constraints, anticipation of needs and/or

desires, willingness to comply/cooperate, and persistence

in pursuing an alternate solution. The experiment will

provide input in terms of the potential for shared

information to effect more collaborative or competitive

interaction between pilots and controllers.

In this experiment, each pilot/controller pair participates

in six scenarios. The discussion that follows focuses only

on one run of the distributed simulation executed during

this experiment as an example of the performance

typically achieved by the distributed simulation facility.
This particular scenario contained one subject aircraft

simulated using the ACS, 16 pseudo-aircraft controlled

by a single execution of the pseudo-aircraft control

application, one air-traffic controller, and a weather

front, which provided the impetus for re-route

negotiation. In this case, both the ACS and the

simulation host application were run on an SGI Indigo 2
workstation. The ATC simulator was run on another SGI

Indigo 2 workstation and the pseudo-aircraft control
station was run on an SGI Octane workstation. The audio

logging function was separated from the simulation host

and run on an SGI Indigo workstation.

The 16 pseudo-aircraft which comprised the surroundin,,

air traffic were managed by a single pseudo-pilot who

was also responsible for accepting and responding to
radio calls from the air traffic controller. The number of

aircraft that a single pseudo-pilot can manage using the

pseudo-aircraft controller is dependent on the pseudo-

pilot's experience, so an upper limit to this number could
not be determined.



Figure7 showstheair trafficandweatherfrontasseen
from the pseudo-aircraftcontrolstationduringthis
simulationexecution.Duringthis execution,boththe
subjectpilotandthecontrollerhadaccessto air traffic
andtheweatherradarinformation.Tomaintainaircraft
separationand avoid the hazardousweather,the
controllerissued17 route amendmentsover the
execution'stwelve-minuteduration.Eightof thepseudo-
aircraftwereforcedto deviateoff courseto avoidthe
weatherfrontand/orotherair traffic. Thepseudo-pilot
wasabletonegotiateandsuccessfullyaccomplishall 14
ATC clearancechangesdirectedtowardthe pseudo-
aircraftin realtime.

Figure7.Air trafficandweatherfrontasviewedfromthe
pseudo-aircraftcontrolstationseveralminutesinto a
simulationexecution.

Figure8 showsthedataratesexperiencedduringthis
executionofthesimulation,notincludingthebandwidth
requiredbythevoicecommunications.Thesevalueswere
obtainedfromthesimulationlogfilesbyaveragingthe
amountof databeingtransmittedduringeachsecondof
thesimulation.Therefore,thesevaluesdonotreflectthe
actualinstantaneoustransmissionratesexperienced
duringthesimulation.In thiscase,theaveragedatarate
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Figure 8. The data rate of the simulation data

transmission plotted as a function of time during a single
execution of the simulation.

required for the simulation data was 156 Kbytes/s. 75

audio transmissions were made during the simulation,

each lasting an average of 3.9 seconds. The data rate for

the audio data was 16 Kbytes/s, increasing the network

load by an additional 48 Kbytes/s during each

transmission. Because data must be repeated to each

client application subscribing to the data, the bandwidth

requirements for the simulation execution scale linearly
with the number of clients connected. The bandwidth

requirements do not necessarily scale linearly with the

number of objects in the simulation, because the update

rate for each object in the simulation depends on the
speed of the computer controlling that object.

Although the voice communications functioned normally
during this execution of the simulation, some runs that

were of comparable complexity as the one described

above experienced interruptions and delays in the audio

transmissions. Voice communications, which are more

sensitive to network delays than the simulation data

transmissions, may have been interrupted by an increase

in the load on the network that was observed during these

executions (while no attempts were made to completely

quantify these delays, the network latency measured

during these executions was on the order of a second,

compared to the millisecond latency experienced during

normal network operations). It is likely that transmission

of the simulation data was similarly delayed during these
executions, although this was not noticeable to the

human subjects. As discussed in Section 3.1, future

simulation exercises may require that participating

computers be isolated to an independent LAN segment.



Thisdistributedsimulationarchitecturehasalsobeen
validatedin aremotesimulationexecutionincorporating
simulatorfacilitiesat MIT, locatedin Cambridge,
Massachusettsand TASC, located in Reading,
Massachusetts.TASCinstalledthe hostsoftwareand
actedasthesimulationserver.TASCalsoinstalledand
executedtheATC clientapplicationandthepseudo-
aircraftcontrollerapplication,whileMIT executedthe
advancedcockpitsimulator.Thesimulationappearedto
functionnormally,althoughvoicecommunicationswere
notattemptedin theremotesimulation.

6.Conclusion

A distributedreal-timesimulationofthecivilair traffic
environmentdevelopedto supporthumanfactors
researchin advancedair transportationtechnologyhas
beenpresented.Thedistributedenvironmentisbasedon
acustomsimulationarchitecturedesignedforsimplicity
andflexibilityinhumanexperiments.

Severalclient applicationsmincludingan advanced
cockpitsimulator,anen routeATC simulator,anda
pseudo-aircraftcontrolstationmhavebeendevelopedto
supportreal-timeexperimentswithhumansin theloop.
Thepseudo-aircraftcontrolstationin particularenables
thecreationofscenariosthatgovernahumanexperiment
in a distributedenvironment.Oncethesimulationhas
begun,thepseudo-aircraftcontrolstationenablesasingle
usertomanagemultipleaircraftemulatingtheairtraffic
observedbythehumansubjects.

This distributedsimulation facility has been
demonstratedin a studyof pilot/controllerre-route
negotiationthat is evaluatingalternativedatalink
concepts.The experimentsuccessfullyjoined
pilot/controllerpairs in a distributedairspace
environment,although some difficulties were
encounteredwiththevoicecommunications.Preliminary
resultsfromthisstudyindicatethatsharedinformation
improvesthe situationawarenessof pilots and
controllers.Whilethereisevidencefromthisstudythat
improvedsituationawarenessenablespilots and
controllersto workmorecollaborativelyin re-routing
situations,thereis alsoevidencefromthis studythat
improvedsituationawarenesscausesmistrustor
frustrationwhenthegoalsofthepilotandthecontroller
areinconflict.Thedistributedsimulationfacilitywillbe
usedtoexplorethesehumanfactorsissuesmorefullyin
futureexperiments.

7. Future Work

In ordertotakeadvantageofreal-timeweatherdata,the
airtrafficmanagementsimulationcouldtransitiontoDIS
orHLA,whichwouldallowit tomakeuseoftheweather
andeffectsservercapabilitiesofTAOS.TAOSprovides
consistent, tactically significant, high-fidelity
environmentaldataondemandtodistributedsimulation
federations.TAOSenvironmentaldataserviceprovidesa
detailed dynamic descriptionof the combined
atmosphere-ocean-littoralnaturalenvironmentusing4-D
grids(threespatialdimensionsplustime)to providea
commonrepresentationof theenvironmentalbasefields
andembeddedfeatures.Basefieldsdescribetheambient
conditions,suchasa temperatureor windfield,while
embeddedfeaturesare fine-scalelocalizedprocesses,
suchascloudsorduststorms.TAOSprovideslinksto a
widevarietyof externaldatasources,rangingfromlive
observationsanddatafieldsfromoperationalsources
(e.g.,commercialradarfeedsandAWN,Automated
WeatherNetwork),to authoritativegriddedforecast
products provided by DMSO's MEL (Master
EnvironmentalLibrary)orpublicInternetsites.

Futuredevelopmentof thissimulationfacilitycallsfor
theintegrationof real-timeweathermodels,to include
four-dimensionalwind,temperature,turbulence,icing,
and convectiveweatherphenomena.Theseweather
elementsarecriticaltoarealisticsimulationof airtraffic
management.Althoughthissetofweatherparametersis
slightlydifferentthanthedatasetprovidedduringthe
STOW'97ACTD(SyntheticTheaterof WarAdvanced
ConceptTechnologyDemonstration)andUSACOM's
(U.S.AtlanticCommand)exercise,UnifiedEndeavorUE
98-1,TAOScanprovidethe additionalparameters
describingturbulenceand icing. However,thereare
issuesto beaddressedwith the temporalandspatial
resolutionofthedatarequiredforairtrafficmanagement
scenariosthattypicallyrunin asmallerplaybox(onthe
orderof severalhundrednauticalmiles,withgreatest
interestin theareasurroundinganairport)andovera
muchshortertime(ontheorderofminutesorhours).
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